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( AI Interview Kit (

3 Technical Tasks with 
Solutions, Evaluation Tips 

& Red Flags



Solutions (01)

Task 2
Sentiment analysis 

with NLP

Binary classification

Task 1

Task 3
Business-сentered machine 
learning use case

About these tasks

These technical tasks are designed to assess 
how AI developers approach real-world 
challenges—from data cleaning and modeling 
to evaluating results and aligning with business 
goals. Use the solutions, red flags, and 
evaluation tips to make your interviews 
structured, efficient, and insightful.
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Task 1

Binary classification

02

 Scenario

You’re building a basic spam filter. You receive a CSV 
with features like

, 
and a binary target column: is_spam (1 for spam, 0 for 
not spam). Assume that only .

 

 5% of emails are spam

num_links, has_attachment, 
email_length, sender_reputation_score

 Task for the candidate

(01)

(02)

(03)

(04)

(05)

Build and evaluate a binary classification model

Handle any noisy or missing data

Present evaluation metrics (accuracy, precision, recall)

Compare against a dummy classifier that always predicts “not spam”

Explain any preprocessing or feature engineering decisions



Task 1 

Binary classification
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 Suggested solution

� Preprocessing
Fill missing values (median), scale features (optional), remove outliers.

� Modeling
Use Logistic Regression, RandomForestClassifier, or XGBoost. Stratified 
train/test split.

� Evaluation
Precision, recall, F1-score, ROC-AUC. Compare to baseline.

� Extras
Discuss overfitting and model drift concerns.

 What to look for

� Handles imbalance 

       (e.g., class weights, resampling)

� Interprets confusion matrix clearly

� Explains model and metric choices

� Mentions production considerations

 Red flags

� Only reports accuracy

� Ignores class imbalance

� Applies deep learning unnecessarily

� Doesn’t explain preprocessing decisions

� Deployment
How would you monitor precision/recall drift over time? Could use anomaly detection for evolving spam patterns.

� AlternativeBonus flags



Task 2 

Sentiment analysis with NLP

 Scenario

You’re given a dataset of customer reviews 
labeled as , , or .Positive Negative Neutral

 Task for the candidate

(01)

(02)

(03)

(04)

(05)

(06)

Build a sentiment classifier using a simple NLP pipeline

Tokenize and vectorize the text

Train a lightweight model (e.g., Logistic Regression, Naive Bayes)

Output classification metrics and a confusion matrix

Address neutral class difficulty

Show examples of misclassified reviews for error analysis
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Task 2

Sentiment analysis with NLP

 Suggested solution

� Preprocessing
Lowercasing, remove punctuation, stop words, optional lemmatization.

� Vectorization
TF-IDF or CountVectorizer. Limit vocab if needed.

� Modeling
Logistic Regression or Naive Bayes. Stratified split.

� Evaluation
Macro F1, per-class recall, confusion matrix.

� Improvements
Mention oversampling, class weights, potential use of transformers.

 What to look for

� Balanced evaluation metrics 

       (not just accuracy)

� Insight into why neutral class is hard

� Justifies model and preprocessing choices

� Acknowledges model limitations

 Red flags

� Skips text preprocessing

� Jumps to deep learning unnecessarily

� Doesn’t address neutral class or    
confusion matrix

� Ignores class imbalance

� Deployment
What if too many reviews are labeled Neutral? Combine rule-based logic with ML for edge cases.

� AlternativeBonus flags
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Task 3 

Business-сentered machine learning use case
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 Scenario

You run a subscription-based product and want 
to reduce customer churn. You have data on 

, , , 
and .
user logins time on platform support tickets

payment history

 Task for the candidate

(01)

(02)

(03)

(04)

(05)

Outline a machine learning solution to predict churn

Identify needed data and labeling strategy

Suggest a modeling approach and justify it

Define evaluation strategy, including business impact

Consider cost-sensitive evaluation and intervention prioritization



Task 3

Business-сentered machine learning use case
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 Suggested solution

� Framing
Binary classification; churn = inactive 30+ days or cancelled.

� Data
Logins, session length, support tickets, subscription type, payment history.

� Modeling
Start with Logistic Regression, then Gradient Boosted Trees. Use SHAP 
for explainability.

� Evaluation
ROC-AUC, recall. Track impact on retention rate or revenue lift.

� Improvements
Use model scores to trigger retention offers.

 What to look for

� Business-oriented framing of the problem

� Solid feature suggestions

        with clear rationale

� Discussion of trade-offs and thresholds

� Ties predictions to actions 

        (e.g., marketing, retention)

 Red flags

� Doesn’t define churn precisely

� No mention of cost of false negatives

� Chooses high-complexity models 

       without justification

� Ignores how model fits into 

       business workflow

� Deployment
How would you monitor drift in user behavior? Segment users with clustering before modeling churn.

� AlternativeBonus flags



Task Skill Tested Common Pitfalls Good Signs

Data prep, model evaluation

Business thinking, feature selection

Ignores imbalance, uses accuracy only

NLP basics, multiclass

Discusses metrics, class weighting

Ignores imbalance, uses accuracy only

Task 1: Spam Filter

Skips preprocessing, uses BERT too early

Discusses metrics, class weighting

Chooses simple models, analyzes errors

Task 3: Churn

Task 2: Sentiment
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А summary table comparing tasks side-by-side


